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A machine-implemented method of generating trapping-set
information for use in LDPC-decoding processing of read
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1
TRAPPING-SET DATABASE FOR A
LOW-DENSITY PARITY-CHECK DECODER

While processing the output of a channel detector, a low-
density parity-check (LDPC) decoder may encounter one or
more trapping sets, which prevents the decoder from converg-
ing on the correct codeword. A trapping set is a binary vector
x of length n (<<N) that represents a sub-graph in a Tanner
graph of the corresponding LDPC code, where N is the length
of the codewords used in the LDPC code. A trapping set is
usually denoted by a pair (a, b) of positive integers, where a is
the Hamming weight of binary vector X, and b is the number
of'unsatisfied checks (USCs), i.e., the Hamming weight of the
syndrome xH”, where H is the parity-check matrix, and T
denotes transposition. It is known that certain trapping sets
(often referred to as dominant trapping sets) have a particu-
larly strong influence on the bit-error rate (BER) and error-
floor characteristics of an LDPC decoder.

If the output of an LDPC decoder contains a known trap-
ping set, then certain measures can be taken to steer the LDPC
decoder away from the trapping set and have it converge on a
valid codeword. However, collection, ranking, and evaluation
of trapping sets for use in an LDPC decoder are non-trivial
and time-consuming tasks. More specifically, for a given
LDPC implementation, all possible trapping sets might num-
ber in the millions. In addition, the pluralities of dominant
trapping sets corresponding to different implementations of
the same LDPC code may differ from one another. For
example, research on LDPC-enabled hard drives has shown
that trapping sets are influenced by the hard-drive’s jitter
profile, inter-symbol interference characteristics, and pulse-
shaping scheme. Since these attributes can vary not only
between hard drives of different manufacturers, but also
between different hard drive models from the same manufac-
turer or even between different production runs of the same
model, each hard drive tends to have a unique plurality of
dominant trapping sets.

Disclosed herein are various embodiments of a machine-
implemented method of generating trapping-set information
for use in LDPC-decoding processing of read signals, e.g.,
generated by sensing a storage medium, such as a magnetic
platter. In one embodiment, the method can be implemented
as an add-on to any other trapping-set search method in which
the discovered trapping sets are evaluated to determine their
influence on the overall bit-error rate and/or error-floor char-
acteristics of the LDPC decoder. The method can advanta-
geously reuse at least some of the computational results
obtained during this evaluation, thereby requiring a relatively
small amount of additional computations, while providing a
significant benefit of discovering many more trapping sets in
addition to the ones that are being evaluated. At least some of
the new trapping sets discovered in this manner tend to be
dominant trapping sets.

Some of the disclosed embodiments include (i) a trapping-
set database generated using the above-mentioned machine-
implemented method and/or (ii) an integrated circuit that
implements a read channel and is configured to use the trap-
ping-set database for decoding processing of read signals.

Other embodiments of the invention will become more
fully apparent from the following detailed description and the
accompanying drawings, in which:

FIG. 1 shows a block diagram of a communication system
according to an embodiment of the disclosure;

FIG. 2 shows a flowchart of a method of searching for new
trapping sets according to an embodiment of the disclosure;
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FIG. 3 graphically illustrates several possible routes/out-
comes of a trapping-set search implemented using the method
of FIG. 2 according to an embodiment of the disclosure;

FIG. 4 shows a block diagram of a detecting, decoding, and
post-processing (DDPP) unit that can be used in the commu-
nication system of FIG. 1 according to an embodiment of the
disclosure;

FIG. 5 shows a flowchart of a method of evaluating new
trapping sets that can be used in conjunction with the method
shown in FIG. 2 according to an embodiment of the disclo-
sure.

The following acronyms/abbreviations are used in the
description of embodiments and in the drawings:

ARM Advanced RISC (reduced instruction set computing)
Machine;

BER Bit-Error Rate;

DDPP Detecting, Decoding, and Post-Processing;

EBN Erroneous Bit Node;

ISI Inter-Symbol Interference;

LDPC Low-Density Parity Check;

LLR Log-Likelihood Ratio;

MSC Mis-Satisfied Check;

OLTSG On-Line Trapping-Set Generation;

PP Post-Processing;

RAM Random Access Memory;

ROM Read-Only Memory;

SNR Signal-to-Noise Ratio;

TS Trapping Set;

USC Un-Satisfied Check;

FIG. 1 shows a block diagram of a communication system
100 according to an embodiment of the disclosure. System
100 has a storage medium 140 (e.g., a flash drive, magnetic
platter, etc). Storage medium 140 receives data for storage
through a write channel 102 comprising a data source (e.g.,
input port) 110, a low-density parity-check (LDPC) encoder
120, and a write processor 130. The stored data can be
retrieved from storage medium 140 through a read channel
104 comprising a front-end module 160, a detecting, decod-
ing, and post-processing (DDPP) unit 170, and a data desti-
nation (e.g., output port) 180. The operations of write channel
102 and read channel 104 are controlled by a channel con-
troller 150. In one embodiment, channel controller 150 is an
ARM (Advanced RISC Machine) processor.

In operation, data source 110 provides a set of bits 112,
often referred to as an original information word, to LDPC
encoder 120. LDPC encoder 120 encodes original informa-
tion word 112 using an LDPC code to generate a correspond-
ing codeword 122, often referred to as the channel-input
codeword. LDPC encoding is known in the art and is
described in more detail, e.g., in International Patent Appli-
cation Publication No. WO 2010/019168, which is incorpo-
rated herein by reference in its entirety. Original codeword
122 is supplied to write processor 130, which converts code-
word 122 into an appropriate write signal 132 and applies the
write signal to storage medium 140. Write signal 132 control-
lably alters the state of storage medium 140, thereby causing
codeword 122 to be stored in the storage medium.

To retrieve codeword 122 from storage medium 140, a
sensor senses the corresponding location(s) in the storage
medium to obtain a read signal 142, which is supplied to
front-end module 160. Front-end module 160 filters read
signal 142 to convert it into a filtered signal 162.

A channel detector located in DDPP unit 170 converts
filtered signal 162 into a corresponding set of log-likelihood
ratio (LLR) values and supplies said LLR values to DDPP
unit 170.
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For example, an LL.R value may comprise (i) a sign bit that
represents the detector’s best guess (hard decision) regarding
the bit value stored at the corresponding sensed location in
storage medium 140 and (ii) one or more magnitude bits that
represent the detector’s confidence in the hard decision. In
one embodiment, the channel detector may output each LLR
value as a five-bit value, where the most-significant bit is the
sign bit and the four least-significant bits are the confidence
bits. For example, a five-bit LLR value of 00000 indicates a
hard decision of 0 with minimum confidence, while a five-bit
LLR value of 01111 indicates a hard decision of 0 with
maximum confidence. Intermediate values (e.g., between
0000 and 1111) represented by confidence bits correspond to
respective intermediate confidence levels. Similarly, a five-
bit LLR value of 10001 indicates a hard decision of 1 with
minimum confidence, while a five-bit LLR value of 11111
indicates a hard decision of 1 with maximum confidence,
wherein the binary value of 10000 is unused. Other numbers
of bits and other representations of confidence levels may
alternatively be used as well.

An LDPC decoder located in DDPP unit 170 performs
LDPC decoding on the LLR values generated by the channel
detector, which, if necessary, is followed by the application of
one or more post-processing (PP) methods. More specifically,
DDPP unit 170 is configured to apply PP methods when the
LDPC-decoding process fails, meaning, e.g., that, after a
maximum allotted number of decoding iterations, the output
word of the LDPC decoder (not explicitly shown in FIG. 1)
still has one or more unsatisfied checks (USCs). Depending
on the actual number of USCs, DDPP unit 170 might (1) send
a request to channel controller 150 to have the sensor reread
the corresponding location(s) in storage medium 140 and
then repeat the decoding process for the corresponding newly
generated LLR values or (2) alter the input of the LDPC
decoder and restart the LDPC iterations with the altered input,
but without a reread. DDPP unit 170 typically uses the first
option when the output word of the failed LDPC decoder has
a relatively large number (e.g., more than about sixteen) of
USCs. DDPP unit 170 typically uses the second option when
the output word of the failed LDPC decoder has a relatively
small number of USCs. After the LDPC decoder converges on
avalid codeword, DDPP unit 170 converts that codeword into
the corresponding original information word and directs said
information word, via an output signal 172, to data destina-
tion 180.

One of the PP methods that DDPP unit 170 may employ
under the second option is a so-called list-decoding method,
which is described in more detail in the above-cited Interna-
tional Patent Application Publication No. WO 2010/019168.
Briefly, the list-decoding method is used for detecting and
escaping from trapping sets. More specifically, an observed
pattern of errors in the output word of the failed LDPC
decoder is matched against a database of trapping sets that is
maintained in a dedicated memory (not shown in FIG. 1) of
DDPP unit 170. The database of trapping sets may contain the
indices of the USCs in each trapping set and the indices of the
erroneous bit nodes (EBNs) associated with those USCs. If a
match is found in the memory, then the bit-node indices of the
trapping set are retrieved from the database. One or more
hard-decision values corresponding to the EBNs are flipped
or erased, and the corresponding confidence bits are appro-
priately changed to modify the initial LLR values. Then,
DDPP unit 170 restarts the LDPC decoding process using the
modified LLR values in a new input applied to the LDPC
decoder. Often, this modification of the LLR values will
“break” the trapping set(s) and cause the restarted LDPC
decoder to converge on a valid codeword.
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Inone embodiment, the database of trapping sets employed
by DDPP unit 170 is stored in a trapping-set read-only
memory (TS-ROM, not explicitly shown in FIG. 1) and con-
tains trapping-set (TS) information on the trapping sets that
have been discovered off-line using software and/or hardware
simulation tools and then loaded into the TS-ROM of DDPP
unit 170 at the production facility. Representative methods of
identifying and recording trapping sets using off-line simu-
lation tools are disclosed, e.g., in the above-cited Interna-
tional Patent Application Publication No. WO 2010/019168.
For at least some of the reasons alluded to in the background
section, the list of trapping set discovered off-line using the
above-indicated methods is usually incomplete.

In an alternative embodiment, the database of trapping sets
employed in DDPP unit 170 comprises two TS sub-lists. The
first TS sub-list is similar to the just-mentioned TS database
generated offline and loaded into the TS-ROM of DDPP unit
170 at the production facility. The second TS sub-list is stored
in a nonvolatile TS memory (e.g., TS-RAM, not explicitly
shown in FIG. 1) of DDPP unit 170 and contains TS infor-
mation on the trapping sets that have been discovered on-line
by communication system 100 itself, e.g., using an appropri-
ate embodiment of method 200 described below in reference
to FIG. 2.

In one configuration, communication system 100 can gen-
erate TS information for storage in the TS-RAM of DDPP
unit 170 while operating in a special on-line TS-generating
(OLTSG) operating mode. Communication system 100
enters the OLTSG operating mode when write channel 102
and read channel 104 are idle, e.g., not receiving external
write and read requests from data source 110 and data desti-
nation 180. In effect, the OLTSG operating mode exploits
intermittent availability of the data-processing resources of
read channel 104 to discover and store in the TS-RAM of
DDPP unit 170 new TS information, e.g., information on the
trapping sets that are important to the performance character-
istics of this particular specimen of communication system
100 but which information is not stored in the TS-ROM of the
DDPP unit. When communication system 100 enters the nor-
mal operating mode and the list-decoding method is invoked,
DDPP unit 170 searches both TS-ROM and TS-RAM memo-
ries while attempting to escape from any currently occurring
trapping set(s). Since the TS-RAM of DDPP unit 170 can be
used to expand the accessible database of important (e.g.,
dominant) trapping sets, the BER and error-floor character-
istics of communication system 100 are likely to be improved
compared to the corresponding characteristics of an embodi-
ment without a TS-RAM memory.

FIG. 2 shows a flowchart of a method 200 of searching for
unknown trapping sets according to an embodiment of the
disclosure. In one embodiment, method 200 can be used to
implement an OLTSG (On-Line Trapping-Set Generation)
operating mode in DDPP unit 400 (FIG. 4). In an alternative
embodiment, method 200 can be implemented in a read-
channel simulator, e.g., for offline generation of a TS data-
base. Some or all entries of this database can be loaded into
TS-ROM 430 of DDPPunit 400 (see FI1G. 4) at the production
facility prior to shipping the corresponding communication
system (e.g., system 100, FIG. 1) to a customer. Some
examples of read-channel simulators in which the latter
embodiment of method 200 can be implemented are dis-
closed, e.g., in Russian Patent Application Serial Nos.
2012135285 (filed on Aug. 16, 2012) and 2012139074 (filed
on Sep. 12, 2012), both of which are incorporated herein by
reference in their entirety.
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Method 200 begins at step 202 when DDPP unit 400 enters
an OLTSG operating mode or the corresponding software is
loaded into a read-channel simulator.

At step 204, a trapping set is selected from a database of
known trapping sets. Any suitable criteria can be used for
selecting a trapping set from the TS database. For example,
the known trapping sets can first be sorted based on a selected
characteristic or criterion to form an ordered list and then
selected, one by one, based on the order in which they appear
in the ordered list.

At step 206, a noise level is selected. In a representative
embodiment, the noise level has two contributing compo-
nents. The first contributing component is a localized noise
component that represents the level (€) of noise that is to be
injected only into the TS positions of a codeword. Different
occurrences of step 206 may use different respective values of
€. The second contributing component is a distributed noise
component that represents the overall signal-to-noise ratio
(SNR) in the read channel. This component may include
contributions from the write noise, ISI noise, read noise, etc.
A range of SNR values of interest can be identified based on
the expected or actual performance characteristics of the read
channel in question. Then, at different occurrences of step
206, different SNR values from the identified range can be
selected to appropriately sample this range of interest.

At step 208, a codeword (w) is generated. For example, an
ordered list of original information words can be used to
generate different respective codewords for different respec-
tive occurrences of step 208. In this case, step 208 can be
implemented using the sub-steps of: (i) selecting an original
information word from the ordered list of original informa-
tion words, e.g., based on the order of appearance in the
ordered list, and (ii) applying an LDPC generator matrix to
the selected original information word to generate the corre-
sponding codeword.

In some embodiments, step 208 (and also step 216) may be
optional, e.g., as explained below in the description of DDPP
400 (FIG. 4).

Atstep 210, aset of noisy LLR values is generated based on
(1) codeword w generated at step 208, (ii) the noise-level
components selected at step 206, and (iii) the trapping set
selected at step 204. In one embodiment of step 210, the
confidence bits of each LLR value are calculated using Eq.

(D):

=1-Le-F,

ey
where k is a bit index whose value designates a bit position in
the codeword; ., is a scaling factor to be applied to the binary
value expressed by the magnitude bits of the k-th LLR value;
1, is the indicator function indicating whether (in which case,
1,=1) or not (in which case, [,=0) the k-th bit belongs to the
trapping set selected at step 204; e represents the localized
noise component that is being injected into the TS positions of
codeword w; and F, represents the distributed noise compo-
nent. For a read channel characterized by significant ISI and/
or jitter, F,, is codeword-dependent, i.e., F,=F,(W). F, can be
generated based on the actual or expected performance char-
acteristics of the read channel in question. Indicator function
1, has a value of one for the bit positions corresponding to the
trapping set selected at step 204, and a value of zero for all
other bit positions. In one embodiment, F,=0.

At step 212, the set of noisy LLR values generated at step
210 is subjected to LDPC decoding processing. The LDPC
decoding processing is carried out in a conventional manner
and is terminated when the decoder converges on a valid
codeword or the maximum allowed number of decoding
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iterations is reached. The hard decision generated by the
decoder when the processing is terminated is output word d.

At step 214, output word d generated at step 212 is com-
pared with codeword w generated at step 208. If d=w, then the
processing of method 200 is directed to step 216. If d=w, then
the processing is directed to step 222.

Step 216 serves to cycle method 200 through different
codewords. If it is desirable to search for new trapping sets
corresponding to another codeword, then the processing is
directed back to step 208 to generate another codeword using
the same known trapping set and noise level. Otherwise, the
processing is directed to step 218.

Step 218 serves to cycle method 200 through different
noise levels. If it is desirable to search for new trapping sets
using a different noise level, then the processing is directed
back to step 206 to generate another codeword for the same
known trapping set, but using a different noise level. Other-
wise, the processing is directed to step 220.

Step 220 serves to cycle method 200 through different
known trapping sets. If it is desirable to search for new trap-
ping sets corresponding to a different known trapping set,
then the processing is directed back to step 204. Otherwise,
the processing is directed to step 226, where the processing is
terminated.

At step 222, differences between output word d generated
at step 212 and codeword w generated at step 208 are evalu-
ated to determine whether or not output word d contains an
unknown trapping set. This evaluation can be carried out, e.g.,
by checking a trapping set detected in output word d against
the current TS database. If no match is found in the TS
database, then it is concluded that output word d contains an
unknown trapping set, and the processing of method 200 is
directed to step 224. If a match is found in the TS database,
then step 224 is bypassed, and the processing is directed to
step 216.

At step 224, the unknown trapping set detected at step 222
in output word d is either saved in the TS database or tempo-
rarily saved in the memory for further evaluation. In one
embodiment, this further evaluation can be carried out, e.g.,
using method 500, which is described below in reference to
FIG. 5.

FIG. 3 graphically illustrates several possible routes/out-
comes of the above-outlined search process implemented
using method 200 (FIG. 2) according to an embodiment of the
disclosure. More specifically, the larger oval, whose bound-
ary is indicated in FIG. 3 by a dashed line 302, graphically
shows the TS space representing all trapping sets of a particu-
lar LDPC code. The smaller oval, whose boundary is indi-
cated in FIG. 3 by a solid line 304, graphically shows the TS
space representing the known trapping sets, e.g., the trapping
sets enumerated in the TS database stored in TS-ROM 430
and TS-RAM 440 (see FIG. 4). The various circles labeled
TSi(wherei=l, ..., 6) represent respective trapping sets, with
the location of each circle with respect to ovals 302 and 304
indicating whether the trapping set is known or not. The
various block arrows in FIG. 3 graphically illustrate repre-
sentative routes that a TS-search process of method 200 (FIG.
2) might take in the TS space.

For example, block arrow 312 indicates a TS-search route,
in which: (A) trapping set TS1 is initially selected at step 204
from the TS database at step 204; (B) decoding of the corre-
sponding noisy LLR values at step 212 produces a decoding
error in the LDPC decoder; and (C) a TS filter (e.g., imple-
mented by steps 214 and 222, FIG. 2) determines that the
decoding error is due to the presence, in the output word
generated by the LDPC decoder, of one of the known trapping
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sets, e.g., TS4. This TS-search route does not result in the
discovery of a new trapping set to be stored in the TS data-
base.

As another example, block arrows 314 and 316 indicate a
TS-search route that leads to the discovery of an unknown
stable trapping set, labeled TSS. More specifically, block
arrow 314 indicates a first part of this TS-search route, in
which: (A) trapping set TS2 is initially selected at step 204
from the TS database; (B) decoding of the corresponding
noisy LLR values at step 212 produces a decoding error in the
LDPC decoder; and (C) the TS filter (e.g., implemented by
steps 214 and 222, FIG. 2) determines that the decoding error
is due to the presence, in the output word generated by the
LDPC decoder, of an unknown trapping set, TS5. Block
arrow 316 indicates a second part ofthis TS-search route, e.g.,
corresponding to step 224, in which: (D) decoding of noisy
LLR values corresponding to TS5 produces a decoding error
in the LDPC decoder and (E) it is determined that the decod-
ing error is again due to the presence in the output word of
TS5. This TS-search route results in the discovery of a new
trapping set to be stored in the TS database.

As yetanother example, block arrows 318 and 320 indicate
a TS-search route that leads to the discovery of an unknown
unstable trapping set, labeled TS6. More specifically, block
arrow 318 indicates a first part of this TS-search route, in
which: (A) trapping set TS3 is initially selected from the TS
database at step 204; (B) decoding of the corresponding noisy
LLR values at step 212 produces a decoding error in the
LDPC decoder; and (C) the TS filter (e.g., implemented by
steps 214 and 222, FIG. 2) determines that the decoding error
is due to the presence, in the output word generated by the
LDPC decoder, of an unknown trapping set, TS6. Block
arrow 320 indicates a second part ofthis TS-search route, e.g.,
corresponding to step 224, in which: (D) decoding of the
noisy LLR values corresponding to TS6 produces a decoding
error in the LDPC decoder and (E) it is determined that the
decoding error is due to the presence in the output word
generated by the LDPC decoder of a trapping set that is
different from TS6. Depending on the particular embodiment
of method 200, this TS-search route may result in the new
trapping set being added to the TS database. For example, the
newly found, non-dominant trapping set might be stored only
if there is more than a specified amount of unused capacity in
the TS memory.

FIG. 4 shows a block diagram of a DDPP unit 400 that can
be used as DDPP unit 170 according to one embodiment of
the disclosure. DDPP unit 400 can be configured to operate in
a normal operating mode or in an OLTSG operating mode.
Each of these operating modes is described in more detail
below.

In a normal operating mode, an LDPC decoder in detector/
decoder unit 410 of DDPP unit 400 receives LLR values from
the channel detector, which has generated said LLR values
based on filtered signal 162 (see FIG. 1). Detector/decoder
410 applies LDPC decoding processing to the LLR values
and outputs the decoding results, via a decoder-output signal
412, to a post-processor 420. If decoder-output signal 412
represents a valid codeword, i.e., a codeword that has passed
the LDPC parity checks, then post-processor 420 outputs the
unaltered decoder-output signal 412 as a post-processor out-
put signal 428. The valid codeword is then used, as known in
the art, to compute the corresponding original information
word 172 for data destination 180 (FIG. 1). If decoder-output
signal 412 does not represent a valid codeword, then post-
processor 420 invokes one or more PP methods from a PP-
methods library 424.
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In one embodiment, PP-methods library 424 is a memory
that contains one or more executable programs representing
the corresponding post-processing methods, such as the
above-mentioned list-decoding method. If post-processor
420 needs to perform a particular PP method, then the post-
processor retrieves the corresponding executable program
from PP-methods library 424 and runs that program. If post-
processor 420 executes the list-decoding method, then, dur-
ing the execution, the post-processor may access a TS-ROM
430 and a TS-RAM 440 to find matches to the errors observed
in the output word of signal 412. If a match is found, then
DDPP unit 400 can help the decoding process to escape from
(i.e., break) the trapping set(s), e.g., by (i) using the TS infor-
mation stored in TS-ROM 430 and/or TS-RAM 440 to iden-
tify the EBNs of the trapping set(s); (ii) flipping one or more
EBNs; (iii) communicating to detector/decoder 410, via a
feedback signal 422, the corresponding changes made to the
LLR values; and (iv) configuring detector/decoder 410 to
restart the decoding process with the changed LL.R values.

As indicated above, TS-ROM 430 may come from the
production facility preloaded with TS information that had
been generated off-line. In contrast, TS-RAM 440 may come
from the production facility without any TS information
stored therein, and the TS information to be stored in the
TS-RAM can be generated by the corresponding communi-
cation system (e.g., communication system 100, FIG. 1) on-
line, while operating in the above-mentioned OLTSG oper-
ating mode.

In the OLTSG operating mode, DDPP unit 400 can dis-
cover new trapping sets, e.g., using an embodiment of method
200 (FIG. 2). To illustrate how method 200 can be imple-
mented in DDPP unit 400, the following description refers to
specific processing steps of method 200 while pointing out
individual components of the DDPP unit that can carry out the
execution of those processing steps.

In an attempt to find a new trapping set for storage in
TS-RAM 440, post-processor 420 first executes step 204 to
select a known trapping set from (i) the TS sub-list stored in
TS-ROM 430 or (ii) the TS sub-list stored in TS-RAM 440,
and retrieves the corresponding TS information therefrom.
Post-processor 420 then provides the retrieved TS informa-
tion, via a control signal 466, to a noise injector 464.

Since trapping sets can be influenced by the read-channel’s
jitter profile and inter-symbol interference (ISI) characteris-
tics, the subsequent processing steps are codeword-depen-
dent and may need to be cyclically repeated, with each cycle
invoking a different codeword, but using the same trapping
set. The corresponding cycle includes the processing steps
located in the processing flow between steps 208 and 216. As
indicated above, in some embodiments, steps 208 and 216 are
optional and can be excluded from the processing flow.

A codeword generator 460 is configured to implement step
208 by generating a valid codeword 462 and providing
respective copies of it to a noise injector 464 and post-pro-
cessor 420. Any suitable algorithm can be used in codeword
generator 460 to provide different valid codewords for difter-
ent cycles of the cyclical process. In one embodiment, code-
word generator 460 can be a part of the corresponding write
channel, e.g., a part of LDPC encoder 120 in write channel
102 (FIG. 1).

In an alternative embodiment, DDPP unit does not have
codeword generator 460 and instead uses signal 162, e.g., as
described below.

In one embodiment, noise injector 464 implements step
210 based on signals 462 and 466. In an alternative embodi-
ment (in which codeword generator 460 is absent), noise
injector 464 implements step 210 based on signals 162 and
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466. More specifically, noise injector 464 injects a selected
amount of noise into the bit positions identified in control
signal 466, e.g., by altering the confidence bits of the corre-
sponding LLR values of the codewords represented by signal
462 or 162. Noise injector 464 then provides the resulting
“noisy” set of LLR values, via a signal path 468, to the LDPC
decoder in unit 410. The decoder then tries to decode the
received LLRs in a conventional manner. This decoding
attempt implements step 212.

Note that a trapping set is often composed of multiple
inter-linked cycles on the corresponding sub-graph of the
Tanner graph. For certain read-channel configurations with
relatively low noise levels, the message-passing algorithm
typically used in an LDPC decoder (e.g., the LDPC decoder
in unit 410) can get trapped in these cycles because messages
from the USC nodes of the sub-graph are not able to overcome
the relatively strong bias of the mis-satisfied check (MSC)
nodes of the sub-graph, such that the bit nodes corresponding
to the trapping set become “trapped” in a wrong state. The
LDPC decoder, lacking enough influence from the portions of
the Tanner graph external to the TS sub-graph, cannot escape
from this state by itself, thereby causing a TS-error event. The
noise injected, by noise injector 464, into the TS positions of
the set of LLR values representing the selected codeword can
(1) help the message-passing algorithm to escape the inter-
linked cycles of the TS sub-graph and (ii) be used to quantify
the stability of the trapping set.

One possible outcome of the decoder in unit 410 trying to
decode the noisy LLRs is that the decoding process converges
on the correct codeword (e.g., that initially generated by
codeword generator 460). This outcome does not lead to a
discovery of a new trapping set. Another possible outcome of
the decoding process is that it fails to converge on the correct
codeword. In this case, the output word represented by signal
412 generated by the decoder in unit 410 at the end of the
failed decoding process is directed to post-processor 420 for
evaluation. For example, post-processor 420 can evaluate the
received output word by comparing it with the correct code-
word, e.g., received from codeword generator 460 via signal
462.

In one embodiment, post-processor 420 can perform this
comparison operation by applying an XOR (exclusive OR)
function to the two binary words that are being compared. If
two corresponding bits of the two words match, then the
output of the XOR function for that particular bit position is
zero. If the two corresponding bits do not match, then the
output of the XOR function for that particular bit position is
one, which indicates the presence of an EBN in the output
word received via signal 412. Based on the identified EBNs,
post-processor 420 can identify a candidate trapping set, e.g.,
by (i) tracing the edges of the corresponding sub-graph
around the EBNs and (ii) identifying the corresponding USC
and MSC nodes. Post-processor 420 then directs all or part of
this TS information, via a communication path 426, to a TS
filter 450.

TS filter 450 is configured to determine whether or not the
candidate trapping set identified by post-processor 420 is
already present in TS-ROM 430 or TS-RAM 440. This deter-
mination corresponds to step 222. If TS filter 450 finds a copy
of the candidate trapping set in TS-ROM 430 or TS-RAM
440, then this outcome does not lead to a discovery of a new
trapping set. However, if TS filter 450 does not find a copy of
the candidate trapping set in TS-ROM 430 or TS-RAM 440,
then the TS filter can do one of the following:

(1) save the candidate trapping set in TS-RAM 440, thereby

expanding the TS sub-list stored therein; or
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(ii) instruct post-processor 420, via communication path
426, to initiate further evaluation of the candidate trap-
ping set.

Option (ii) can be used, e.g., when either the available
memory volume or the memory-access speed is limited, or
both, so that it is practical to store only some (e.g., only
dominant) trapping sets in TS-RAM 440. This part of the
processing corresponds to step 224.

In one embodiment, said further evaluation of the candi-
date trapping set can be performed, e.g., by testing its stabil-
ity. In one embodiment, the stability testing includes (i) gen-
erating a codeword, (ii) injecting noise into one or more of the
bit positions of the codeword corresponding to the candidate
trapping set, and (iii) attempting to decode the resulting noisy
set of LLR values. The candidate trapping set is deemed to be
stable if the decoding process fails and the corresponding
output word represented by signal 412 generated by the
LDPC decoder in unit 410 at the end of the failed decoding
process again contains the candidate trapping set. Otherwise,
the candidate trapping set is deemed unstable.

If it is found that the candidate trapping set is stable in the
above-explained sense of the term, then post-processor 420
instructs TS filter 450, via communication path 426, to add
this candidate trapping set to the TS sub-list saved in TS-
RAM 440, thereby expanding the TS database. One of ordi-
nary skill in the art will appreciate that a stable trapping set
found in this manner is also likely to be a dominant trapping
set.

Ifitis found that the candidate trapping set is unstable, then
post-processor 420 can instruct TS filter 450 to discard it and
not save it in TS-RAM 440. The search for new trapping sets
then resumes, e.g., with codeword generator 460 generating a
new codeword for the noise injection using the same trapping
set or with post-processor 420 selecting and retrieving a next
(different) trapping set from the TS sub-lists stored in TS-
ROM 430 and TS-RAM 440.

FIG. 5 shows a flowchart of a method 500 of evaluating
new trapping sets according to one embodiment of the dis-
closure. In one embodiment, method 500 can used to imple-
ment a TS-stability test mentioned above, e.g., in reference to
FIGS. 3 and 4.

At step 502, a candidate trapping set is received for evalu-
ation. For example, the candidate trapping set can be retrieved
from the memory where it was saved at step 224 of method
200 (FIG. 2).

Atstep 506, alevel (€, ) of the localized noise component is
selected, e.g., in a manner similar to that used at step 206 of
method 200. The value of €, used at step 506 may or may not
be related to the value of € used at step 206 of the correspond-
ing processing cycle in method 200. Different occurrences of
step 506 may use different respective values of €,, e.g., to
enable method 500 to quantify the stability of the candidate
trapping set.

At step 508, a codeword (w) is generated, e.g., in a manner
similar to that used at step 208 of method 200.

At step 510, a set of noisy LLR values is generated, e.g., in
a manner similar to that expressed by Eq. (1), but using €,
instead of € and the indicator function I, corresponding to the
candidate trapping set. The distributed noise component, F,,
may or may not be zero.

At step 512, the set of noisy LLR values generated at step
510 is subjected to LDPC decoding processing. The LDPC
decoding processing is carried out in a conventional manner
and is terminated when the decoder converges on a valid
codeword or the maximum allowed number of decoding
iterations is reached. The hard decision generated by the
decoder when the processing is terminated is output word d.
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At step 514, output word d generated at step 512 is com-
pared with codeword w generated at step 508. If d=w, then the
processing of method 500 is directed to step 516. If d=w, then
the processing is directed to step 522.

Step 516 serves to cycle method 500 through different
codewords. If it is desirable to evaluate the stability of the
candidate trapping set with respect to another codeword, then
the processing is directed back to step 508. Otherwise, the
processing is directed to step 518.

Step 518 serves to cycle method 500 through different
values of €. If it is desirable to evaluate the stability of the
candidate trapping set using a different value of €,, then the
processing is directed back to step 506. Otherwise, the pro-
cessing is directed to step 526, where it is terminated.

At step 520, differences between output word d generated
at step 512 and codeword w generated at step 508 are evalu-
ated to determine whether or not output word d contains the
candidate trapping set of step 502. If the same candidate
trapping set is found in output word d (indicating that the
candidate trapping set is a stable trapping set), then the pro-
cessing of method 500 is directed to step 522. Otherwise, the
processing is directed to step 516.

At step 522, the current value of €, is compared with a
threshold level, €. If €, <€, then the processing of method
500 is directed to step 524. Otherwise, the processing is
directed to step 516.

At step 524, the candidate trapping set is added to the TS
database, and the processing of method 500 is directed to step
526, where the processing is terminated. Note that step 522
serves as a filter that causes the TS database to accept only
relatively “dangerous” trapping sets, with the current value of
€, being used as a quantifier o how dangerous the trapping set
might be for the LDPC decoder in terms of its influence on
BER and error-floor characteristics. One of ordinary skill in
the art will appreciate that a stable trapping set characterized
by a relatively small value of €, is also likely to be a dominant
trapping set, because it tends to “attract” the decoder to the
corresponding state, thereby increasing the frequency with
which this trapping set tends to appear in the output words
generated by the failed decoder. For example, the value of €,
used at step 522 can be an empirical parameter, the selection
of which might be influenced, among other things, by the
memory volume available for storing the resulting TS data-
base in the corresponding read channel, such as the memory
volume of TS-ROM 430 or TS-RAM 440 in DDPP unit 400
(FIG. 4).

Some benefits of methods 200 and 500 derive from the fact
that these methods can be implemented as add-ons to other
TS-search methods. For example, a paper by Chad A. Cole,
Eric K. Hall, Stephen G. Wilson, and Thomas R. Giallorenzi,
entitled “A General Method for Finding Low Error Rates of
LDPC Codes,” submitted for publication to the IEEE on Feb.
1, 2008, and incorporated herein by reference in its entirety,
discloses a TS-search method having a step of estimating an
error boundary. Methods 200 and 500 can advantageously
reuse at least some of the computational results obtained
during that step, thereby requiring a relatively small amount
of'additional computations, while providing a significant ben-
efit of discovering many more trapping sets in addition to
those discovered using only the TS-search method of Cole et
al.

While this invention has been described with reference to
various alternate embodiments, this description is not
intended to be construed in a limiting sense.

For example, at least some embodiments are applicable to
coding schemes other than LDPC coding.
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Although various embodiments have been described in
reference to binary codes, at least some embodiments can also
be used with non-binary codes. For a non-binary code, the
LLR that w,=a, where aeGF(q), is defined as log(P(w=a)/P
(w,=0)). A definition of a non-binary code and more details on
the use of non-binary codes in digital-communication and
data-storage systems can be found, e.g., in Chapter 3 of W. E.
Ryan, S. Lin, “Channel Codes: Classical and Modern,” Cam-
bridge University Press, 2009, pp. 121-133, which is incor-
porated herein by reference in its entirety.

Unless explicitly stated otherwise, each numerical value
and range should be interpreted as being approximate as if the
word “about” or “approximately” preceded the value of the
value or range.

Although the elements in the following method claims, if
any, are recited in a particular sequence with corresponding
labeling, unless the claim recitations otherwise imply a par-
ticular sequence for implementing some or all of those ele-
ments, those elements are not necessarily intended to be
limited to being implemented in that particular sequence.

Reference herein to “one embodiment” or “an embodi-
ment” means that a particular feature, structure, or character-
istic described in connection with the embodiment can be
included in at least one embodiment of the invention. The
appearances of the phrase “in one embodiment” in various
places in the specification are not necessarily all referring to
the same embodiment, nor are separate or alternative embodi-
ments necessarily mutually exclusive of other embodiments.

Also for purposes of this description, the terms “couple,”
“coupling,” “coupled,” “connect,” “connecting,” or “con-
nected” refer to any manner known in the art or later devel-
oped in which energy is allowed to be transferred between
two or more elements, and the interposition of one or more
additional elements is contemplated, although not required.
Conversely, the terms “directly coupled,” “directly con-
nected,” etc., imply the absence of such additional elements.

Embodiments of the invention can be manifest in other
specific apparatus and/or methods. The described embodi-
ments are to be considered in all respects as illustrative and
not restrictive. All changes that come within the meaning and
range of equivalency of the claims are to be embraced within
their scope.

A person of ordinary skill in the art would readily recog-
nize that steps of various above-described methods can be
performed by programmed computers. Herein, some embodi-
ments are intended to cover program storage devices, e.g.,
digital data storage media, which are machine or computer
readable and encode machine-executable or computer-ex-
ecutable programs of instructions where said instructions
perform some or all of the steps of methods described herein.
The program storage devices may be, e.g., digital memories,
magnetic storage media such as magnetic disks or tapes, hard
drives, or optically readable digital data storage media. The
embodiments are also intended to cover computers pro-
grammed to perform said steps of methods described herein.

The description and drawings illustrate embodiments of
the invention. Furthermore, all examples recited herein are
principally intended expressly to be only for pedagogical
purposes to aid the reader in understanding an embodiment of
the invention and the concepts contributed by the inventor(s)
to furthering the art, and are to be construed as being without
limitation to such specifically recited examples and condi-
tions. Moreover, all statements herein reciting embodiments
of the invention, as well as specific examples thereof, are
intended to encompass equivalents thereof.

The functions of the various elements shown in the figures,
including any functional blocks labeled as “processors,” may
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be provided through the use of dedicated hardware as well as
hardware capable of executing software in association with
appropriate software. When provided by a processor, the
functions may be provided by a single dedicated processor, by
a single shared processor, or by a plurality of individual
processors, some of which may be shared. Moreover, explicit
use of the term “computer,” “processor,” or “controller”
should not be construed to refer exclusively to hardware
capable of executing software, and may implicitly include,
without limitation, digital signal processor (DSP) hardware,
network processor, application specific integrated circuit
(ASIC), field programmable gate array (FPGA), read only
memory (ROM) for storing software, random access memory
(RAM), and non volatile storage. Other hardware, conven-
tional and/or custom, may also be included.

It should be appreciated by those of ordinary skill in the art
that any block diagrams herein represent conceptual views of
circuitry representing one or more embodiments of the inven-
tion. Similarly, it will be appreciated that any flowcharts, flow
diagrams, state transition diagrams, pseudo code, and the like
represent various processes which may be substantially rep-
resented in computer readable medium and so executed by a
computer or processor, whether or not such computer or
processor is explicitly shown.

Although embodiments of the invention have been
described herein with reference to the accompanying draw-
ings, it is to be understood that embodiments of the invention
are not limited to the described embodiments, and one of
ordinary skill in the art will be able to contemplate various
other embodiments of the invention within the scope of the
following claims.

What is claimed is:

1. A method of generating trapping-set information for use
in decoding encoded codewords, the method comprising:

(A) selecting a first trapping set from a trapping-set data-
base;

(B) selecting a first codeword;

(C) using a noise injector circuit to generate a first set of
log-likelihood-ratio values by injecting noise into a set
of bit positions of the first codeword, wherein the set of
bit positions corresponds to the first trapping set;

(D) generating a first output word by subjecting the first set
of log-likelihood-ratio values to decoding processing;
and

(E) when the first output word is not a valid codeword,
comparing the first output word and the first codeword to
detect a second trapping set different from the first trap-
ping set.

2. The method of claim 1, further comprising:

(F) updating the trapping-set database by including therein
the second trapping set after verifying that the second
trapping set is not present in the trapping-set database.

3. The trapping-set database generated using the method of
claim 2.

4. A device comprising a memory coupled to a read chan-
nel, wherein:

said memory is configured to store therein the trapping-set
database; and

the device is configured to use the trapping-set database for
decoding processing of a read signal received by the read
channel.

5. The method of claim 2, further comprising storing the
trapping-set database in a memory coupled to a read channel
to enable the read channel to use the trapping-set database for
decoding processing of a read signal received by the read
channel.
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6. The method of claim 2, wherein the method is imple-
mented in a read channel configured to use the trapping-set
database for decoding processing of a read signal received by
the read channel.

7. The method of claim 6, wherein the method is imple-
mented during the read-channel’s idle time.

8. The method of claim 2, wherein steps (A)-(F) are per-
formed using a read-channel simulator.

9. The method of claim 8, further comprising:

loading the trapping-set database into a memory coupled to

a read channel and configured to provide trapping-set
information for decoding processing of a read signal
received by the read channel.

10. The method of claim 9, wherein said loading is per-
formed at a read-channel production facility prior to the read
channel being shipped to a customer.

11. The method of claim 1, further comprising determining
whether or not to add the second trapping set to the trapping-
set database by subjecting the second trapping set to a stabil-
ity test.

12. The method of claim 11, wherein:

the step of determining comprises determining whether the

second trapping set is stable or unstable; and

the method further comprises:

if the second trapping set is stable, then adding the second

trapping set to the trapping-set database; and

if the second trapping set is unstable, then not adding the

second trapping set to the trapping-set database.

13. The method of claim 11, wherein the step of determin-
ing further comprises:

selecting a second codeword;

generating a second set of log-likelihood-ratio values cor-

responding to the second codeword by injecting noise
into a set of bit positions of the second codeword,
wherein the set of bit positions corresponds to the sec-
ond trapping set;

generating a second output word by subjecting the second

set of log-likelihood-ratio values to decoding process-
ing; and

when the second output word is not a valid codeword,

determining whether or not the second output word has
the second trapping set.

14. The method of claim 13, further comprising:

selecting a level of noise for the noise injected into the set

of bit positions of the second codeword;

when the second codeword has the second trapping set,

comparing said level with a threshold value;

if said level is lower than the threshold value, then adding

information about the second trapping set to the trap-
ping-set database; and

if said level is higher than the threshold value, then not

adding the information about the second trapping set to
the trapping-set database.

15. The method of claim 13, further comprising selecting a
level of noise, wherein the noise injected into the set of bit
positions of the second codeword, wherein said injecting
noise into the set of bit positions of the second codeword
comprises:

for each bit position in said set of bit positions of the second

codeword, changing, by an amount proportional to said
level, a respective confidence value expressed by confi-
dence bits in a respective log-likelihood-ratio value.

16. The method of claim 15, further comprising changing
said level.

17. The method of claim 13, wherein the second codeword
is the same as the first codeword.
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18. The method of claim 1, further comprising repeating
steps (A)-(E) for at least one of: a different first trapping set
and a different first codeword.

19. A non-transitory machine-readable medium, having
encoded thereon program code, wherein, when the program
code is executed by a machine, the machine implements a
method of generating trapping-set information for use in
decoding encoded codewords, the method comprising:

(A) selecting a first trapping set from a trapping-set data-

base;

(B) selecting a first codeword;

(C) generating a first set of log-likelihood-ratio values by
injecting noise into a set of bit positions of the first
codeword, wherein the set of bit positions corresponds
to the first trapping set;

(D) generating a first output word by subjecting the first set
of log-likelihood-ratio values to decoding processing;
and

(E) when the first output word is not a valid codeword,
comparing the first output word and the first codeword to
detect a second trapping set different from the first trap-
ping set.

20. A communication system, comprising:

a decoder;

a processor operatively coupled to the decoder;
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a memory operatively coupled to the processor and con-
figured to store a trapping-set database;
a trapping-set filter operatively coupled to the processor
and the memory; and
a noise injector operatively coupled to the processor and
the decoder, wherein:
the processor is configured to select a first trapping set from
the trapping-set database stored in the memory;
the noise injector is configured to:
receive a first codeword; and
generate a first set of log-likelihood-ratio values corre-
sponding to the first codeword by injecting noise into
a set of bit positions of the first codeword correspond-
ing to the first trapping set selected by the processor;
the decoder is configured to generate a first output word
by subjecting the first set of log-likelihood-ratio val-
ues to decoding processing;
when the first output word is not a valid codeword, the
processor is further configured to compare the first
output word and the first codeword to detect a second
trapping set; and
the trapping-set filter is configured to update the trap-
ping-set database by adding thereto the second trap-
ping set when the second trapping set is not present in
the trapping-set database.
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